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ABSTRACT: The tunable dielectric response of Au nanoparticles under
electrochemical bias can be interpreted in terms of changes in the surface
charge density, surface damping, and the near-surface volume fraction of
the nanoparticles that experience a modified dielectric function, as well as
changes in the index of refraction of the surrounding electrolyte medium.
Using experimental bias-dependent extinction measurements, we derive a
potential-dependent dielectric function for Au nanoparticles that accounts
for changes in the physical properties contributing to the optical
extinction.
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The plasmonic response of metal nanoparticles has
generated great scientific interest, motivating both

fundamental investigations and exploration of a variety of
applications, such as photovoltaic cells,1 photocatalytic fuel
cells,2,3 surface enhanced Raman spectroscopy (SERS),4−7 cell
labeling, and molecular sensing.6,8−12 These complex environ-
ments modify the plasmonic behavior in several ways due to the
material dynamic response under electrochemical potential
changes, by the equilibration of the particle with the
surrounding Fermi-level offset, and the effects of chemical
reactivity, solvent polarizability, and interface damping.13−20 In
order to achieve precise manipulation of the properties of
metallic resonators in tunable plasmonic systems, we are
fundamentally interested in how changes of charge density and
the properties of the surrounding environment, such as
refractive index and electronic surface states, affect the
plasmonic absorption. The Drude model can be used as a
first approximation to predict how a change in charge density
through an applied bias tunes the plasmonic resonance.2,10,12,21

However, it is well-known that plasmon resonances are
dependent on their environment,1,4,6,7,16,22,23 and a simple
Drude model omits a description of property changes other
than a uniform change in charge density. The Drude model
does not take into account other effects that happen in parallel
with changes in charge density in a real system, such as changes
in electronic surface states due to chemical interactions with the
surrounding medium and the resultant changes in damping and
index of refraction (e.g., adsorbates, oxidation, electric double
layer).6,8,10−12,16,20,24 Furthermore, using a Drude model to
represent a uniform change in charge density in a plasmonic
structure does not account for the excess charge residing at the
conductor surface. Thus, in order to predict optoelectronic
behavior of plasmonic systems, we desire a model that will

account not only for changes in charge density, but also for
changes in damping, index of refraction, and penetration depth
of surface charge and damping. This will allow us to assess the
relative spectral contributions of each effect, and how they act
in concert in an electrically tuned plasmonic system. Better
quantification of the various contributions that shape plasmonic
resonances is crucial for current research in tunable plasmonics,
and more broadly, for any system in which plasmonic elements
will be used an a non-neutral state, for example, as catalysts or
electrical contacts.
Previous experiments have shown that externally biased Au

nanoparticles (AuNPs) are not adequately described by the
Drude model.10,12,16,21,22,25,26 A potential-dependent modified
dielectric function and T-matrix-based fitting routine has been
proposed to analyze interface damping and uniform charging
effects for Au nanorods in an electrochemical cell.21 This work
provided a systematic model for bias-dependent extinction, but
did not explicitly address index changes in the surrounding
media or nonuniform distribution of charge at the particle
surface.21,27 Separately, the effects of various surface layers on
the dielectric response of Au nanoparticles in an electro-
chemical cell were investigated, in comparison with modeling
that relied on analytical Mie Theory, though analysis of
broadening effects and the role of the refractive index of the
substrate were not considered.10,27,28 These researchers found
evidence of increased damping at a positive applied bias, which
they attributed to a lossy layer at the particle surface. Previous
research has not analyzed the effects of changes in the
surrounding dielectric environment, changes in damping, and
concentration of excess charge at the particle surface all
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occurring in unison. In this Letter, we investigate mechanisms
for bias-dependent optical extinction of Au nanoparticles, using
full wave electromagnetic simulations in conjunction with
experimental optical spectra to characterize the response of
arrays of colloidal Au nanoparticles immobilized on indium tin
oxide (ITO) substrates in an electrochemical cell. Through this
combined simulation and experimental approach, we account
for the influence of refractive index due to the substrate, index
changes in the near-surface environment of the nanoparticle,
and a variable-thickness shell of modified damping and charge
density at the surface of the gold nanoparticle (AuNP). We
compare the simulations with experimental results to
quantitatively analyze the contributions from these effects.

■ METHODS
In our experiment, the spectra of an ensemble of 30 nm radius
Au colloids in an electrochemical cell were recorded as a
function of applied bias. The applied bias was swept from 0 to
2.25 V then to −2.25 V and back to 0 V in 0.25 V steps. To
prepare the capacitive electrochemical cell, ITO coated glass
substrates (SPI brand, 30−60 Ω, 06430) were used as the top
and bottom electrodes (Figure 1). Au particles were deposited

on one-half of the bottom substrate, thereby reserving half of
the bottom electrode for use as a control in the normalization
of optical spectra; this allowed us to carefully control for a
possible optical response from the ITO substrate as a function
of applied bias (see the Supporting Information for electro-
chemical cell fabrication details). Diethylmethyl(2-
methoxyethyl)ammonium bis(trifluoromethylsulfonyl)imide
(DEME) was used as the electrolyte. The top electrode was
grounded and potentials were applied to the bottom electrode
using a DC voltage source (Tektronix PS282). The extinction
spectra of an array of AuNPs in the electrochemical cell were
obtained using a spectral response and lock-in amplifier
technique (see Supporting Information for detailed exper-
imental procedures). Approximately 20 min elapsed between
each voltage step and the corresponding spectral measurement.

■ RESULTS AND DISCUSSION
Figure 2a shows the extinction spectra for AuNPs in the
electrochemical cell at selected values of applied bias, which
were smoothed with a Savitsky-Golay filter. A red-shift of the
peak is observed at positive applied bias and a blue-shift and
increase in peak height is observed under negative applied bias.
The shift of the peak is more evident in the extinction change
spectra (Figure 2b) where a red shift is manifest as a positive
change in extinction to the red of the peak and a negative
change in extinction to the blue of the peak and vice versa for a
blue-shift. Figure 3 shows the change of the spectral properties

as a function of applied bias. Over the range of applied
potentials, the wavelength of peak extinction shifted by 3 nm
and the full width half-maximum of the peak varied by 4 nm
(Figure 3a,c). The total peak extinction change was 7% of the
initial 0 V peak extinction (Figure 3b). The hysteresis in the
experimental results indicates some nonreversible process and
that this electrochemical system does not exhibit ideal
reversible charging. Additionally, we find that at negative
applied potentials, the peak height increases. This is in contrast
to what we would expect based on the Drude model and Mie
theory,22,25,28 which predict a peak height change that decreases
monotonically as a function of increasing electron density. This
suggests that, at the very least, there is significant damping in
the experimental system at positive potentials that is not
captured by a Drude and Mie theory model.
Three-dimensional full wave electromagnetic simulations

were performed using finite difference time domain methods to
model and analyze the experimental system. The simulation
geometry consisted of a 30 nm radius Au nanosphere on an
ITO substrate and in a surrounding medium with uniform
index of refraction (Figure 4). The ITO substrate was defined
by the real and imaginary part of the complex index of
refraction, measured with ellipsometry. The AuNP was
simulated as a core defined by the Brendel and Bormann
(BB)6,7,27,29 dielectric function with the additional feature of a
variable-thickness shell with a modified dielectric function. The
BB model uses a superposition of an infinite number of
oscillators (termed a BB oscillator) to replace the single
Lorentz oscillator used in the Lorentz−Drude model.12,27,28,30

The BB dielectric function is defined as
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Figure 1. Geometry of electrochemical cell with 30 nm radius AuNPs
on the bottom electrode. The top electrode is grounded, and
potentials are applied to the bottom electrode. An optical beam passes
through the cell for spectral measurements.

Figure 2. (a) Extinction vs wavelength at selected applied potentials as
indicated by line color. (b) Extinction change vs wavelength at the
same applied potentials in (a).
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where Γo is the damping constant of bulk gold, χj(ω) is a BB
oscillator, ωp is the plasma frequency in the Drude model, no is
the electron density of bulk gold, e is the elementary charge,
and me is the effective electron mass. Six BB oscillators were
used in our parametrization. We obtain an analytic function
that satisfies the Kramers−Kronig reciprocity relations for real
and imaginary components of the dielectric function. This
model has been shown to accurately model the optical
properties of gold in the wavelength range relevant to this
study.8,28,31−34

A modified dielectric function at the surface of the particle is
used to model changes in the electronic states and population
near the surface:
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Here, ωp,V(s) and n(s) are state (s) dependent variables, where
the state describes the applied bias (V) applied to the cell and
the microscopic state of the system, and these state-dependent
variables have replaced the respective constant values used in
the BB model. An additional, state-dependent damping term
ΓV(s) has been added to the bulk damping to allow for changes
for damping at the particle surface as a function of the state of
the system (largely, the applied bias).
The independent parameters that were varied in our analysis

are the index of surrounding electrolyte, and ΓV and n(s) in the
shell dielectric function, as well as the thickness of this shell.
Additionally, to account for polydispersity in the size of
particles (8% coefficient of variation as reported by the
supplier), we performed electromagnetic simulations for
particles with 28, 30, and 32 nm radii and took a weighted
average of the resulting spectra to produce simulated extinction
spectra for polydisperse samples for each parameter set
(surrounding-index, ΓV, n(s), and shell-thickness). We
performed calculations where each of these parameters was
varied independently. For each unique parameter set, a full-
wave electromagnetic simulation was performed to simulate the
extinction spectra corresponding to that parameter set. This
approach allowed us to calculate a set of predicted extinction
spectra from the effect of changes in index, interface damping
changes, and surface charging occurring in parallel. We began
parameter sweeps across large ranges where the values for
parameters found in current literature describing damping,
surface effects, charging, or electric double layer were well
within the sweep limits.8,10,26,28,31 Next, we performed an
iterative process for finding the values of parameters that
produced simulated extinction spectra with smallest root-mean-
square error (RMSE) in comparison to the Savitsky-Golay
smoothed experimental extinction spectra. After each param-
eter sweep, a new parameter sweep with finer resolution of the
parameter space around the parameter values that had
produced the lowest error was preformed. Using this iterative
process, we determined the parameter values that most closely
reproduced the experimental spectra at each applied bias,
stopping simulations when an acceptably small parameter step
size was reached and the RMSE was below 1% error. The
parameters values for these simulations then represented the
identifiable physical properties and changes in the system as

Figure 3. Experimental results are displayed in blue; simulation results
are displayed in red. (a) Peak position, (b) peak extinction, and (c) full
with half max change relative to the first 0 V applied bias point vs
applied bias. For a−c, the markers for the applied bias points for the
middle portion of the cycle, from 2 V to −2.25 V in −0.25 V steps are
hollow. (d) Experimental extinction spectra at 0, +2.25, and −2.25 V
and their best-fit simulated spectra.

Figure 4. Full wave FDTD simulation, x-component of the electric
field in a y-normal cross-section. The 30 nm radius particle is modeled
by a neutral core defined by the BB model and a shell with a modified
dielectric that allows for variations in damping and charge density at
the surface. The substrate is defined by measured n&k data and the
electrolyte is modeled as a uniform dielectric above the substrate. The
varied simulation parameters are shell charge density, shell damping,
shell thickness, and refractive index of the electrolyte.
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determined by our model (see Supporting Information for
further discussion of simulation methods)
We believe the model described above represents the most

comprehensive analysis to date of the microscopic mechanisms
that can contribute to bias-dependent optical extinction for
metal nanoparticles. We now discuss the physical basis for the
observed variation of nanoparticle parameters. Because gold
oxide has a larger dielectric constant than the electrolyte
solution, oxidation of the AuNP surface will cause changes of
the index of refraction at the surface of the metal nanoparticle
relative to an unoxidized Au particle.6−8,29,35 Further, the
refractive index of the surrounding medium could also change
due to alignment of dipoles in the electrolyte, as in an electric
double layer.12,16,20,24,26,30 Damping may also be modified by an
applied bias because of variations of population or depopulation
of electronic surface states at the AuNP surface.8,31−34 For
example, an applied bias could facilitate enhanced chemical
reactivity and adsorption at the particle surface and electrons
may become trapped in empty adsorbate states, causing an
increase in damping.8,35 Alternatively, an increase in electron
density due to a negative applied bias could result in electron
spill-out from the surface and repulsion of solvent molecules
from the AuNP surface.3,36,37 This could conceivably give rise
to a decreased damping due to a decrease in chemical reactivity
and trap state occupation at the particle surface. It is also
reasonable to assume that the applied bias will alter the total
number of electrons in the AuNP and thereby alter the plasma
frequency in accordance with the Drude model.17,18 In the
electrostatic limit, mobile charges will rearrange to minimize
the electric fields in the bulk of a conducting particle, so we
assume that excess electrons or holes reside near the particle
surface. Finally, the modified electronic states and electron
density at the surface may have a variable penetration depth
that depends on the applied bias because of the aforementioned
electron spill-out, adsorbate states, and the optical versus the
static skin depth of excess charge residing near the surface. We
account for changes in the penetration depth of altered
electronic states by varying the thickness of the modified
dielectric shell in our simulations.
By varying the charging, damping, shell thickness, and

electrolyte index independently of one another in our
parametric calculations and by computing their net influence
on the extinction spectra, we were able to closely model the
experimental changes in the extinction as a function of applied
bias with full wave electromagnetic simulations. Figure 3 shows
a comparison of the spectral properties of the simulated and
experimental spectra. We see that the best-fit simulations
closely track the peak position, height, and changes in width.
Furthermore, in Figure 3d, we show the experimental and best-
fit simulated spectra at the extrema of the applied bias range
(2.25 and −2.25 V) as well as at the first 0 V applied bias point,
with very good agreement between the curves. We note that the
absolute fwhm is sensitive to peak broadening due to particle
size poly disparity and other ensemble effects18,26 that are not
well captured by our FDTD simulations, though changes of
fwhm (Figure 3c) are primarily due to changes in damping and,
therefore, are expected to be tracked well by our analysis
method. See the Supporting Information for details. From
Figure 5a we note that the maximum RMSE of the fits of the
simulated and experimental spectra was less than 0.8% of the
experimental 0 V peak extinction.
The results from performing simulations to obtain the best-

fit simulation for each experimental spectra provides a

parameter set for the model that is appropriate at each applied
bias step. These results are shown in Figures 5b−e. Our analysis
indicates that at the initial 0 V data point, before any external
voltage has been applied to the electrochemical cell, at the
surface of the particle there is an elevated electron density of
1% compared to neutral bulk Au (Figure 5b). This may be due
to Fermi level offsets between the ITO, electrolyte, and AuNPs
or due to interactions with the electrolyte at the surface of the
particles. Note we do not claim a uniform increase of electron
density throughout the particle, but only a 1% increase in the
surface shell region of the metal particle. As the applied bias
becomes more positive, the electron density decreases, and
then increases as the applied bias becomes more negative, as
expected; however, there is significant hysteresis that is not
consistent with reversible, ideal charging. The overall shell
charge density range for the applied potentials used was within

Figure 5. Parameters of the simulations that produced the spectra
best-fit to the experimental spectra. (a) Root mean square error of the
simulated spectra fit to the experimental spectra, normalized as a
percentage of the initial 0 V peak extinction. (b) Charge (electron)
density and (c) total damping in the modified-dielectric particle shell
vs applied bias. (d) Thickness of the modified-dielectric particle shell
vs applied bias. (e) Refractive index of the surrounding medium above
the ITO substrate vs applied bias. For parts b−e the height of the
colored band represents the error due to the finite step size used in the
parameter sweeps. For (c), the step size for Γ is smaller than the
thickness of the black line. The color of the band goes from red to blue
in time.
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3% of the neutral charge density. The hysteresis upon charging/
discharging is strongest in the first half of the applied bias cycle
(from 0 to 2.25 V and back to 0 V). This is a common feature
in cyclic voltammetry measurements and may be due to initial
chemical reactions or “settling” of the system during this initial
application of an electric field.
The results for the damping parameter exhibit an overall

trend of increased damping at positive biases and decreased
damping at negative biases (Figure 5c). The damping
coefficient used in the BB model to best describe neutral,
bulk Au metal is Γo = 7.596 × 1013 rad/s.20 At the first 0 V data
point, we found the damping constant was 1 × 1013 rad/s less
than this value, indicating that the damping of plasmons on the
AuNPs in this system is less than in bulk gold. Recalling that
this data point corresponds to a 1% elevation of electron
density in the particle shell, we speculate that the decreased
damping could be due to electron spill-out and a resulting
interlayer where the solvent is repelled and electron trapping in
surface or adsorbate states is decreased, resulting in an electron
configuration that experiences less damping than in the bulk. At
+2.25 V, we found ΓV = 3 × 1013 rad/s. The increase in
damping at positive applied voltages is consistent with prior
published work6,8−10 and may be due to excitation of sp-
electrons in adsorbate states at the surface of the particle. Again,
at negative voltages, as in the first 0 V case, we found that the
damping was lower than for neutral, bulk Au metal (at −2.25 V,
ΓV = −6.6 × 1013 rad/s), and we similarly attribute this to
decreased reactivity and electron spill-out at the particle surface.
The thickness of the modified-dielectric particle shell of the

best-fit simulations is shown as a function of applied bias in
Figure 5d. We found that the shell thickness varies between 1
and 3 nm. This thickness is greater than the electrostatic skin
depth of bulk metal (i.e., the Fermi screening length is ∼0.3 nm
for Au) and less than the optical skin depth of the nanoparticle
(∼10 nm), as determined from full wave simulations. Our
simulations suggest that the shell thickness increases during the
first rise in applied bias and then continues to increase more
gradually at negative applied biases. The initial increase in shell
thickness may be due to reactivity with the electrolyte as the
system “settles” under the initial application of voltage. The
electronic structure at the surface changes significantly during
this period, enough for the effects on the dielectric constant to
penetrate a few nanometers into the surface of the particle. It is
also reasonable to suggest that the shell thickness increases at
negative applied biases because the associated increase in
electron density at the surface might result in the zone with a
modified dielectric function protruding deeper into the particle.
We believe that the thickness of the metallic shell with a
modified dielectric function corresponds to the region of the
particle whose electronic structure is modified due to
adsorbates, surface states, and an excess or deficit of electrons
at the surface.
Finally, Figure 5e shows the results for the index of the

surrounding medium as a function of applied bias. We found
less than a 1% change in the refractive index of the surrounding
medium. There is an overall trend indicating a slight increase in
index as the applied bias goes from positive to negative. This
small change could be due to a difference in the index of
refraction of the cation and anion of the DEME electrolyte and
alignment of these dipoles in an electric double layer.24,26

Significantly, we did not see an increase in the index at positive
voltages as would be expected in the case of oxidation of the
AuNP surface in to AuxOx. We note that the formation of Au

halide surface compounds, induced by chemical reaction with
impurities in the DEME electrolyte (<1% by supplier assay), for
example, is similarly inconsistent with our observations, as Au
halides are also expected to exhibit a larger refractive index.
In conclusion, we have shown that by using full wave

electromagnetic simulations to model a AuNP with a variable-
thickness conducting shell with a modified dielectric function, a
variable electrolyte index, and an explicitly modeled ITO
substrate, we are able to find good fits to experimental
extinction spectra and track changes in the spectra as a function
of applied bias. The best-fit simulation spectra correspond to a
set of simulation parameters as a function of applied bias, and
provide insight into the physical phenomena occurring in the
experimental system under bias. Using this analysis, we have
modeled the changes in the surface charge density, surface
damping, and penetration depth of the resultant modified
dielectric function, as well as changes in the index of refraction
of the surrounding electrolyte medium. Our approach allowed
us to vary these parameters independently but also to
understand the result of the effects acting in parallel. We find
that the changes in surface damping and charge density play the
largest role in modifying the optical response of AuNPs under
applied bias, with a smaller dependence on changes induced in
the surrounding electrolyte. Based on our analysis we can relate
the applied bias to changes in charge density in the AuNPs; the
most non-neutral charge state of the shell, a decrease of
electron density by 2% compared to bulk, occurred at +2.25 V
applied bias and corresponds to roughly 12000 holes in the
particle shell (calculated assuming a 2% change of charge
density in a 3 nm thick shell of a 30 nm radius Au nanosphere).
This analysis is useful as a guide to understanding optical
properties of plasmonic nanostructures in non-neutral states or
for which the surrounding electrochemical environment is
dynamically modified, for example, due to changes of solvent,
ion concentration, or photochemical changes. Thus, the results
presented here allow us to assess the relative importance of
interface damping, surface charging, and index changes on
optical extinction of plasmonic nanostructures spanning a large
range of conditions relevant for chemical and biological
applications.
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(35) Mulvaney, P.; Peŕez-Juste, J.; Giersig, M.; Liz-Marzań, L. M.;
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